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Generally, an industrial product has more than one quality characteristic. In order to establish performance measures for evaluating the capability of a multivariate manufacturing process, several multivariate process capability indices have been developed based on the assumption of normality. Quality characteristics of many manufacturing processes in the chemical, pharmaceutical and electronic industries, however, often do not follow normal distribution. This paper develops two non-normal multivariate process capability indices, $RNMC_p$ and $RNMC_{pm}$ that relax the normality assumption. Using the two normal multivariate process capability indices proposed by Pan and Lee, a multivariate weighted standard deviation method (MWSD) is used to modify the $NMC_p$ and $NMC_{pm}$ indices for the nominal case. Then the MWSD method is applied to modify the multivariate process capability index established by Niverthi and Dey, the ND index, for the smaller-the-better case.

A simulation study compares the performance of the various multivariate indices. Simulation results show that the actual non-conforming rates can be correctly reflected by the proposed indices, which are more appropriate than the previous $MC_p$, $MC_{pm}$, $NMC_p$, $NMC_{pm}$ and the ND indices for a non-normal distribution. Two skewed distributions were used in various configurations. The proposed capability indices can thus be applied to the performance evaluation of multivariate processes subject to non-normal distributions.

**Keywords:** Multivariate process capability indices; Non-normal distributions; The-nominal-the-best case; The-smaller-the-better case
1. Introduction

Generally, an industrial product has more than one quality characteristic. In order to establish performance measures for evaluating the capability of multivariate manufacturing processes, several multivariate process capability indices have been developed based on the assumption of normality in the past two decades (see [1], [2], [3], [4] for details). However, the quality characteristics of many manufacturing processes in the chemical, pharmaceutical and electronic industries, process data may not follow normal distribution. If the non-normal process data is mistreated as a normal one, it will result in an improper decision and thereby lead to an unnecessary quality loss. Therefore, the purpose of this research is to develop new multivariate process capability indices to relieve the normality assumption for two common types of quality characteristics, i.e. the-nominal-the-best and the-smaller-the-better cases.

In addition, though process capability indices have been widely applied in evaluating the quality performance of manufacturing processes, they are seldom applied to the evaluation of environmental performance, especially for non-normal data. With the advent of high-technology, the problems of the air, water and land pollution have led to widespread environmental contamination. To prevent further deterioration of the environmental system many organizations and corporations around the world are beginning to review their environmental performance as stipulated by their respective Environmental Protection Agencies. Thus, a method for monitoring environmental performance becomes an important research issue. According to Corbett [5], the process capability indices for the-smaller-the-better case, which measure the degree to which the process is capable of remaining below the existing regulatory limits, can be used as a measure of the environmental quality of a process. Most environmental processes, however, have at least one quality characteristic that exhibits a non-normal distribution especially for the-smaller-the-better case. This paper develops two non-normal multivariate process capability indices, RNMCp and RNMCpm that relax the normality assumption. Using the two normal multivariate process capability indices proposed by Pan [1], a multivariate weighted standard deviation method (MWSD) is used to modify the NMCp and NMCpm indices for the non-nominal case. Then the MWSD method is applied to modify the multivariate process capability index established by Niverthi [2], the ND index, for the-smaller-the-better case.

The objectives and structure of this paper are stated as follows:

(1) To develop non-normal multivariate process capability indices, which properly reflect the actual non-conforming rate, for both the-nominal-the-best and the-smaller-the-better cases.
To conduct simulation studies to compare the performance of the proposed non-normal multivariate capability indices with the previous ones under different combinations of a right skewed and left skewed distribution.

To demonstrate that the indices can be used in practical applications.

2. Literature review

2.1. Univariate process capability indices

Process capability indices have been widely used in industry to provide quantitative measures of process performance that lead to quality improvement. The most commonly used process capability indices are:

\[
C_p = \frac{USL - LSL}{6\sigma} \tag{1}
\]

\[
C_{pk} = \min \left( \frac{USL - \mu}{3\sigma}, \frac{\mu - LSL}{3\sigma} \right) \tag{2}
\]

\[
C_{pm} = \frac{USL - LSL}{6\sqrt{E[(X - T)^2]}} = \frac{USL - LSL}{6\sqrt{\sigma^2 + (\mu - T)^2}} \tag{3}
\]

\[
C_{pmk} = \min \left( \frac{USL - \mu}{3\sqrt{\sigma^2 + (\mu - T)^2}}, \frac{\mu - LSL}{3\sqrt{\sigma^2 + (\mu - T)^2}} \right) \tag{4}
\]

where \( \mu \) is the process average, \( \sigma \) is the process standard deviation, \( USL \) is upper specification limit, \( LSL \) is lower specification limit and \( T \) is the target value.

Juran [6] proposed the \( C_p \) index. It considers the ratio of the engineering tolerance to the natural tolerance and reflects only the process precision. The \( C_{pk} \) index proposed by Kan [7] considers both the process precision and the process accuracy. Considering the loss function approach, the \( C_{pm} \) index proposed by Chan [8] adds an additional penalty for process shift, that is, as the mean drifts away from the target. Pearn [9] proposed \( C_{pmk} \) index which is more sensitive to the actual performance of the population than \( C_p, C_{pk} \) or \( C_{pm} \) as the process mean deviates from the target.

For the cases with skewed distributions or two-sided specification limits, Wu [10] introduced a new process capability index based on weighted variance. This method divides a skewed distribution into two normal distributions from its mean to create two new distributions with the same mean, but different standard deviations. Chang [11] proposed a different method for constructing simple process capability indices with skewed populations based on a weighted standard deviation (WSD) method. Their method uses the standard
deviation of the quality characteristic divided into upper and lower partitions representing the degree of dispersion of these partitions from the mean. Their indices are defined as:

$$C_{p}^{WSD} = \frac{USL - LSL}{6\sigma_x} \text{min} \left\{ \frac{1}{2P_x}, \frac{1}{2(1-P_x)} \right\},$$  \hspace{1cm} (5)$$

$$C_{pk}^{WSD} = \text{min} \left\{ \frac{USL - \mu_x}{6\sigma_x}, \frac{\mu_x - LSL}{6(1-P_x)\sigma_x} \right\},$$  \hspace{1cm} (6)$$

where $P_x$ is the probability of the quality characteristic being less than or equal to the mean. If the underlying distribution is symmetric, then $P_x = 0.5$, i.e. $C_{p}^{WSD} = C_p$ and $C_{pk}^{WSD} = C_{pk}$.

Some properties for the indices in (5) and (6) have been investigated by Chang [11] with their estimators compared to other methods that also use non-normal data.

2.2 Multivariate process capability indices

Taam [4] proposed two multivariate process indices $MC_p$ and $MC_{pm}$. Their multivariate process capability index $MC_{pm}$ is defined as the ratio of two volumes,

$$MC_{pm} = \frac{\text{vol}(R_1)}{\text{vol}(R_2)},$$  \hspace{1cm} (7)$$

where $R_1$ is a modified engineering tolerance region and $R_2$ is a scaled 99.73% process region, which is an elliptical region if the underlying process distribution is assumed to be multivariate normal. Moreover, the modified engineering tolerance region is the largest ellipsoid that is centered at the target and falls within the original engineering tolerance region. Thus, the $MC_{pm}$ index can be rewritten as $MC_{pm}=MC_p/D$ where

$$D = \left(1 + (\mu - T)' \Sigma^{-1} (\mu - T)\right)^{1/2}$$

is a correcting factor if the process mean $\mu$ is deviated from the target $T$ with $\Sigma$ as the covariance matrix. The $MC_p$ index represents the ratio of a modified tolerance region with respect to the process variability as written in Equation (8)

$$MC_p = \left( \prod_{i=1}^{v} r_i \right)^{1/2} \left[ \Gamma(v/2) + 1 \right]^{-1}$$

$$\left| \Sigma \right|^{1/2} \left( \pi K(v) \right)^{v/2} \left[ \Gamma(v/2) + 1 \right]^{-1},$$  \hspace{1cm} (8)$$

where $r_i = (USL_i - LSL_i)/2$, $i = 1, \ldots, v$, $\mid \cdot \mid$ is the notation used for the determinant and where $\Gamma(\cdot)$ is a Gamma function. Niverthi and Dey [2] proposed an extension to
the univariate $C_p, C_{pk}$ indices for the multivariate case. Their index is a linear combination of the upper and lower specifications limits of the $v$ variables and is defined as

$$C_{pk} = \min\left(\sum \frac{USL - \mu}{3}, \sum \frac{\mu - LSL}{3}\right),$$

where $USL = (USL_1, \ldots, USL_v)^T$ and $LSL = (LSL_1, \ldots, LSL_v)^T$, $\mu$ is the mean vector and $\Sigma$ is the variance-covariance matrix. In this case, a capability value is generated for each quality characteristic, where $(v \times 1)$ are dimensional vectors. The estimator of $C_{pk}$ index can be written as:

$$\hat{C}_{pk} = \min\left(S^{-1/2} \frac{USL - \bar{X}}{3}, S^{-1/2} \frac{\bar{X} - LSL}{3}\right),$$

where $\bar{X}$ is the sample mean vector and $S$ is the sample variance-covariance matrix.

Pan and Lee [1] claimed that the multivariate process capability indices $MC_p$ and $MC_{pm}$ proposed by Taam [4] may overestimate the true process performance in certain situations, when the quality characteristics are not independent. Considering the correlation among key characteristics, they revised the modified engineering tolerance region by Taam [4] and proposed the index

$$NMC_{pm} = \frac{NMC_p}{D},$$

where $NMC_p = (|A^*|/|\Sigma|)^{1/2}$, $D = \left(1 + \left(\mu - T\right)^T \Sigma^{-1} \left(\mu - T\right)\right)^{1/2}$. The elements of matrix $A$ are given by

$$\rho_{ij} \left(\frac{USL_i - LSL_i}{2\sqrt{\chi^2_{v,0.9973}}}, \frac{USL_j - LSL_j}{2\sqrt{\chi^2_{v,0.9973}}}\right), i, j = 1, \ldots, v,$n

where $v$ is the number of quality characteristics, $\rho_{ij}$ represents the correlation coefficient between the $i$th and $j$th quality characteristics and $(USL_i - LSL_i)$ denotes the specification width of the $i$th quality characteristic.

3. Developing A Non-Normal Multivariate Process Capability Index

3.1. Multivariate Weighted Standard Deviation Method

Chang and Bai [12] extends the univariate WSD method to a multivariate control process by adjusting the variance covariance matrix with the WSDs of each quality characteristic. Thus, they propose a multivariate $T^2$ control chart for skewed populations. This research develops
a non-normal multivariate process capability index based on their multivariate WSD method as follows:

Assume that a \( v \)-variant quality characteristics \( X = (X_1, \ldots, X_v)^T \) is distributed with mean vector \( \mu \) and variance-covariance matrix \( \Sigma \). According to Chang and Bai [12], the variance-covariance matrix can be adjusted as follows:

\[
\Sigma^w = W \Sigma W = \begin{bmatrix}
(\sigma_1^w)^2 & \rho_{12} \sigma_1^w \sigma_2^w & \cdots & \rho_{1v} \sigma_1^w \sigma_v^w \\
\rho_{12} \sigma_1^w \sigma_2^w & (\sigma_2^w)^2 & \cdots & \rho_{2v} \sigma_2^w \sigma_v^w \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{1v} \sigma_1^w \sigma_v^w & \rho_{2v} \sigma_2^w \sigma_v^w & \cdots & (\sigma_v^w)^2
\end{bmatrix},
\]

where

\[
W = \text{diag}\{W_1, W_2, \ldots, W_v\} \quad W_j = \begin{cases} 
2P_j & \text{if } X_j > \mu_j \\
2(1 - P_j) & \text{otherwise}
\end{cases},
\]

\[
\sigma_j^w = W_j \sigma_j, \quad P_j = \Pr\{X_j \leq \mu_j\}.
\]

The multivariate WSD method approximates the original probability density function (PDF) with segments from \( 2^v \) multivariate normal distributions. For example, when \( v = 2 \), the original PDF can be approximated by four bivariate normal distributions with the same mean \( \mu \) but different variance-covariance matrices as follows:

\[
\Sigma_1^w = \begin{bmatrix}
2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y & \rho_{XY} 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y \\
\rho_{XY} 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y & 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y
\end{bmatrix}
\]

\[
\Sigma_2^w = \begin{bmatrix}
2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y & \rho_{XY} 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y \\
\rho_{XY} 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y & 2(\sigma_1^w)^2 X \cdot 2(\sigma_2^w)^2 Y
\end{bmatrix}
\]

\[
\Sigma_3^w = \begin{bmatrix}
\{2(1 - P_X) \sigma_X\}^2 & \rho_{XY} 2\sigma_X 2P_Y \sigma_Y \\
\rho_{XY} 2\sigma_X 2P_Y \sigma_Y & \{2P_Y \sigma_Y\}^2
\end{bmatrix}
\]

\[
\Sigma_4^w = \begin{bmatrix}
\{2P_X \sigma_X\}^2 & \rho_{XY} 2P_X \sigma_X 2P_Y \sigma_Y \\
\rho_{XY} 2P_X \sigma_X 2P_Y \sigma_Y & \{2(1 - P_Y) \sigma_Y\}^2
\end{bmatrix}
\]
3.2. Developing new non-normal multivariate process capability indices

To develop the new non-normal multivariate process capability indices, the variance-covariance matrix is modified in the index $NMC_p = (|A^*|/|\Sigma|)^{1/2}$ as proposed by Pan and Lee [1]. For the nominal-the-best case, the $RNMC_p$ index is defined as

$$NMC_p = \left( \frac{|A^*|}{|\Sigma^w|} \right)^{1/2},$$

where the adjusted variance-covariance matrix $\Sigma^w$ is defined as in Equation (9). Since a variance-covariance matrix $\Sigma$ can be approximated by a $2^v$ adjusted variance-covariance matrix $\Sigma^w$, the adjusted variance-covariance matrix with the largest determinant value should be considered. In this case, the $RNMC_p$ index provides a conservative measure of process performance by reflecting the worst scenario. Thus, the new non-normal multivariate process capability indices, $RNMC_p$, can be written as:

$$RNMC_p = \min \left\{ \left( \frac{|A^*|}{|\Sigma_{w,1}^w|} \right)^{1/2}, \left( \frac{|A^*|}{|\Sigma_{w,2}^w|} \right)^{1/2}, \ldots, \left( \frac{|A^*|}{|\Sigma_{w,2^v}^w|} \right)^{1/2} \right\}$$

$$= \left( \frac{|A^*|}{|\Sigma_{\text{max}}^w|} \right)^{1/2},$$

where $\Sigma_{\text{max}}^w$ is the matrix with the largest determinant value among $2^v$, the adjusted variance-covariance matrices. Similarly the $NMC_{pm}$ index, also proposed by Pan and Lee [1], is modified so as to define $RNMC_{pm}$ index as:

$$RNMC_{pm} = RNMC_p \frac{D^w}{D^w} = \frac{RNMC_p}{\left(1 + (\mu - T)^T (\Sigma_{\text{max}}^w)^{-1} (\mu - T) \right)^{1/2}}$$

(15)

where $D^w$ is the new correction factor which denotes a function of the Mahalanobis distance between the process mean $\mu$ and its target vector $T$.

For the smaller-the-better case, the $NMC_{pu}$ index as proposed by Niverthi and Dey [2] is modified to the $RNMC_{pu}$ index such that:

$$RNMC_{pu} = \Sigma_{ul}^{-1/2} USL - \frac{\mu}{3},$$

where $USL = (USL_1, USL_2)^T$, $\mu = (\mu_1, \mu_2)^T$ and
\[ \Sigma_U^{w^{-1/2}} = \begin{bmatrix} \{2P_1\sigma_1\}^2 & \rho_1 \rho_2 P_1 \sigma_1 \sigma_2 \rho_2 \sigma_2 \\ \rho_2 \rho_1 P_2 \sigma_2 \rho_1 \sigma_1 & \{2P_2 \sigma_2\}^2 \end{bmatrix} \] 

(16)

4. Comparative analysis of various multivariate process capability indices

4.1. Introduction of two evaluation criteria

The following two evaluation criteria are used to compare the performance of various multivariate process capability indices:

1) Assuming the overall non-conforming rate of a multivariate process is 0.27%, first the upper and lower specification limits (USL, LSL) are set. Then the mean of the index values in the simulation are compared to the performance of the other multivariate process capability indices (MPCIs) under non-normal distributions.

2) The Mean Squared Error, MSE, and Mean Absolute Percent Error, MAPE, listed in Equation (17) and (18), are used as the second criterion for evaluating the accuracy of the various MPCIs such that:

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{\theta}_i - \theta_i)^2 \]  

(17)

\[ MAPE = \left( \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{\theta}_i - \theta_i}{\theta_i} \right| \right) \cdot 100\% \]  

(18)

where \( \theta_i \) is the actual index value, \( \hat{\theta}_i \) is estimated value for index.

4.2. Summary of the comparison results for Criterion (1)

5000 simulations were run of the various capability indices. Their performance is summarized in the tables and graphs below.

The simulation procedure is listed below:

Step 1:

(a) Use copula functions to generate various bivariate Gamma distributions with different skewedness coefficients (\( \alpha_3 \)) in which 0.5, 1.0, 1.5, 2.0, 2.5 corresponds to Gamma(16,4), Gamma(4,2), Gamma(1.778,1.333), Gamma(1.5625, 1.25), Gamma(0.64, 0.8) respectively. The sample size was \( n = 30, 50, 100 \) and 1000.

(b) Use copula functions to generate various Beta-Gamma combined distributions (with one left-skewed and the other right-skewed) by taking random samples with sample sizes: \( n = 30, 50, 100 \) and 1000. The five skewedness coefficients (\( \alpha_3 \)) considered are -0.5, -1.0, -1.5, -2.0, and -2.5, which correspond to the following five “left skewed” Beta distributions: Beta(8, 7.19), Beta(8, 1.6), Beta(8, 0.923), Beta(8, 0.586) and Beta(8, 0.401). The five “right skewed” distributions are indicated in 1(a).
Step 2: Assuming that the overall non-conforming rate of a multivariate process = 0.27%, first it’s the USL and LSL are set. Then the sampling information above is used to calculate an estimate for $MC_p$, $NMC_p$, and $RNMC_p$ as well as $MC_{pm}$, $NMC_{pm}$, and $RNMC_{pm}$ indices with three different target values

\[
\begin{align*}
T_1 &= \mu_1 \\
T_2 &= \mu_2 \\
T_1 &= \mu_1 + 0.5\sigma_1 \\
T_2 &= \mu_2 + 0.5\sigma_2 \\
T_1 &= \mu_1 - 0.5\sigma_1 \\
T_2 &= \mu_2 - 0.5\sigma_2
\end{align*}
\] (19)

Step 3: Use this simulation method to obtain the actual non-conforming rates ($p$) for the cases shown in Table 1, Figure 2, Figure 3, Figure 4, and Figure 5. Then, an estimate of their corresponding index values was made.

Step 4: Summarize the simulation results in different tables and graphs to compare the various Multivariate Process Capability Indices.

Compared with the other two indices, Table 1 indicates that $RNMC_p$ index outperforms the other multivariate indices since it is much closer to the actual index values for the corresponding non-conforming rate $p$ under different sample sizes and bivariate Gamma distributions. Note that the larger skewedness coefficient of a Gamma or Beta distribution, the greater actual non-conforming rate $p$ will be, where $\alpha_3$ is the skewedness coefficient.

Table 1. Comparison of simulation results for various indices using different sample sizes, under the bivariate Gamma distribution with correlation coefficient = 0.1

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$\alpha_3$</th>
<th>$p$</th>
<th>Actual Indices for $p$</th>
<th>$n=100$</th>
<th>$n=1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$RNMC_p$</td>
<td>$MC_p$</td>
<td>$NMC_p$</td>
</tr>
<tr>
<td>bivariate Gamma</td>
<td>(0.5,0.5)</td>
<td>0.6478%</td>
<td>0.852</td>
<td>0.888</td>
<td>1.035</td>
</tr>
<tr>
<td></td>
<td>(0.5,1.0)</td>
<td>1.0065%</td>
<td>0.778</td>
<td>0.845</td>
<td>1.031</td>
</tr>
<tr>
<td></td>
<td>(0.5,1.5)</td>
<td>1.3662%</td>
<td>0.726</td>
<td>0.803</td>
<td>1.032</td>
</tr>
<tr>
<td></td>
<td>(0.5,2.0)</td>
<td>1.4354%</td>
<td>0.718</td>
<td>0.797</td>
<td>1.037</td>
</tr>
<tr>
<td></td>
<td>(0.5,2.5)</td>
<td>1.9119%</td>
<td>0.669</td>
<td>0.743</td>
<td>1.055</td>
</tr>
<tr>
<td></td>
<td>(1.0,1.0)</td>
<td>1.3511%</td>
<td>0.728</td>
<td>0.806</td>
<td>1.033</td>
</tr>
<tr>
<td></td>
<td>(1.0,1.5)</td>
<td>1.7039%</td>
<td>0.689</td>
<td>0.767</td>
<td>1.042</td>
</tr>
<tr>
<td></td>
<td>(1.0,2.0)</td>
<td>1.7695%</td>
<td>0.682</td>
<td>0.757</td>
<td>1.029</td>
</tr>
<tr>
<td></td>
<td>(1.0,2.5)</td>
<td>2.2397%</td>
<td>0.642</td>
<td>0.713</td>
<td>1.061</td>
</tr>
<tr>
<td></td>
<td>(1.5,1.5)</td>
<td>2.0510%</td>
<td>0.657</td>
<td>0.735</td>
<td>1.043</td>
</tr>
<tr>
<td></td>
<td>(1.5,2.0)</td>
<td>2.1123%</td>
<td>0.652</td>
<td>0.727</td>
<td>1.048</td>
</tr>
</tbody>
</table>
To illustrate the relationship between $RNMC_{p}$ and the correlation coefficients using with different non-conforming rates, 1000 bivariate samples for both bivariate distributions were generated combined Gamma-Beta with correlation coefficients equal to 0.1, 0.3, 0.5, and 0.7. Figure 1 (a) and (b) show that there is no correlation between the $RNMC_{p}$ indices and the correlation coefficients regardless of combined Gamma-Beta the distribution.

Thus, in Table 1, one can set the correlation coefficient to 0.1 without a loss in generality. In addition, $RNMC_{p}$ values decrease as the non-conforming rate increases. Note that both the $MC_{p}$ and $NMC_{p}$ fail to reflect this trend (see Table 1 for details).

![Figure 1](image1.png)

Figure 1. Relationship between $RNMC_{p}$ index and various correlation coefficients under different non-conforming rates for two distributions (a) Bivariate Gamma and (b) Combined Gamma-Beta.

Assuming that the overall non-conforming rate is fixed at 0.27%, the condition when the process means hit the target values is considered. Figure 2 and 3 compare the performance of various multivariate indices in terms of properly reflection of the actual non-conforming rates for both bivariate Gamma and combined Gamma-Beta distributions. The blue lines of the actual indices in the above figures show the decreasing trend as the actual non-conforming rate increases. Note that only $RNMC_{p}$ (see black lines in Figure 2 and 3) reflect this trend while the $MC_{p}$ and $NMC_{p}$ indices fail to reflect this trend. Similarly, considering the condition when one process mean is greater than the target value and the other process mean is less than...
the target value, Figure 4 and 5 compare the performance of various multivariate indices ($MC_{pm}$, $NMC_{pm}$, and $RNMC_{pm}$). This accurately reflects the actual non-conforming rates for both bivariate Gamma and combined Gamma-Beta distributions. Note that only the $RNMC_{pm}$ index can correctly reflect the decreasing trend of the actual non-conforming rate.

Moreover, Figure 2, 3, 4, and 5 show that the gaps between $RNMC_p$, $RNMC_{pm}$ and actual indices for the corresponding non-conforming rate are getting smaller as the sample size increases. Therefore, the actual non-conforming rates for the non-normal data can be properly reflected by the proposed $RNMC_p$, $NMC_{pm}$ indices regardless of the process mean hitting the target or not.

Figure 2. Comparison of simulation results for various $MPCp$ indices under Bivariate Gamma distributions (when sample size $n=100$ and 1000)

Figure 3. Comparison of simulation results for various $MPCp$ indices under Combined Gamma-Beta distributions (when sample size $n=100$ and 1000)
Figure 4. Comparison of simulation results for various $MPCpm$ indices with different non-conforming rates under the Bivariate Gamma distributions (when one process mean > target value, the other process mean < target value)

Figure 5. Comparison of simulation results for various $MPCpm$ indices with different non-conforming rates under Combined Gamma-Beta distributions (when one process mean > target value, the other process mean < target value)

4.3. **Summary of the comparison results for Evaluation Criterion (2)**

5000 simulations were run and summarized in tables. Simulation procedure is listed below:

**Step 1:** Use copula functions to generate bivariate Gamma (16/9,4) distributions as well as Gamma (16/9, 4/3) and Beta (8, 0.923) combined distributions; we take random samples with $n=100, 500$ and $1000$. 
Step 2: Assume the overall non-conforming rates of two multivariate processes \( p = 0.27\% \) or 1\%, we first set their USL and LSL. Then use the above sampling information to calculate \( MC_p, NMC_p, \) and \( RNMC_p \) as well as \( MC_{pm}, NMC_{pm}, \) and \( RNMC_{pm} \) indices with three different target values, as shown in Equation (19).

Step 3: Use simulation method to obtain the actual non-conforming rate values for different cases as shown in Table 2, 3 and 4 and then estimate their corresponding index values. Finally, we obtain their MAPE and MSE values to assess the accuracy of various multivariate process capability indices.

Step 4: Summarize the MAPE and MSE values in tables to compare the differences among various multivariate process capability indices.

Table 2. Comparison of MSE and MAPE for various indices under Bivariate Gamma distributions and Combined Gamma-Beta distributions (when process means= target values and sample size \( n=1000 \))

<table>
<thead>
<tr>
<th>Distribution</th>
<th>( p )</th>
<th>( MSE(n=1000) )</th>
<th>( MAPE(n=1000) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( RNMC_p )</td>
<td>( MC_p )</td>
</tr>
<tr>
<td>Gamma(1.778,1.333) &amp; &amp; Gamma(1.778,1.333)</td>
<td>0.27%</td>
<td>0.0038</td>
<td>0.1260</td>
</tr>
<tr>
<td>Gamma(1.778,1.333) &amp; Beta(8,0.923)</td>
<td>0.27%</td>
<td>0.0022</td>
<td>0.0453</td>
</tr>
</tbody>
</table>

Table 2 indicates that the \( RNMC_p \) outperforms the other multivariate indices in terms of accuracy when quality characteristics follow a Bivariate Gamma or combined Gamma-Beta distributions since both MSE and MAPE values of \( RNMC_p \) index are the smallest ones among various indices.

Table 3. Comparison of MSE and MAPE for various indices under Bivariate Gamma distributions and Combined Gamma-Beta distributions (when one process mean > target value, the other process mean < target)

<table>
<thead>
<tr>
<th>Distribution</th>
<th>( p )</th>
<th>( MSE(n=1000) )</th>
<th>( MAPE(n=1000) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( RNMC_{pm} )</td>
<td>( MC_{pm} )</td>
</tr>
<tr>
<td>Gamma(1.778,1.333) &amp; &amp; Gamma(1.778,1.333)</td>
<td>0.27%</td>
<td>0.0005</td>
<td>0.0811</td>
</tr>
<tr>
<td>Gamma(1.778,1.333) &amp; Beta(8,0.923)</td>
<td>0.27%</td>
<td>0.0029</td>
<td>0.0795</td>
</tr>
</tbody>
</table>
Table 4. Comparison of MSE and MAPE for $RNMC_{pu}$ index with two components under Gamma(1.778, 1.33) distribution (when one process mean > target value, the other process mean < target value; n=1000)

<table>
<thead>
<tr>
<th></th>
<th>$p$</th>
<th>$MSE(n=1000)$</th>
<th>$MAPE(n=1000)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$RNMC_{pu}$</td>
<td>$ND$</td>
</tr>
<tr>
<td>The first component</td>
<td>0.27%</td>
<td>0.0042</td>
<td>0.0447</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>0.0040</td>
<td>0.0450</td>
</tr>
<tr>
<td>The second component</td>
<td>0.27%</td>
<td>0.0014</td>
<td>0.0178</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>0.0014</td>
<td>0.0180</td>
</tr>
</tbody>
</table>

To assess the accuracy of $RNMC_{pm}$ under the condition when one process mean is greater than the target value and the other process mean is smaller than the target value, Table 3 indicates that $RNMC_{pm}$ outperforms the other multivariate indices in terms of accuracy when quality characteristics follow Bivariate Gamma or combined Gamma-Beta distributions since both MSE and MAPE values of $RNMC_{pm}$ index are the smallest ones among various indices.

Similarly, criterion (2) can be used to compare the accuracy of $RNMC_{pu}$ and $ND$ indices for the-smaller-the-better case. Since “left skewed” distributions with abnormally high non-conforming rate are rarely occurred for the-smaller-the-better case, only the bivariate Gamma combined distributions was considered by taking random samples with sample sizes, n= 100, 500 and 1000. Note that $ND$ is a 2 × 1 matrix in which the first component represents process capability for the first quality characteristic and the second component represents the process capability for the second quality characteristic. Assuming the overall non-conforming rates of two multivariate processes $p = 0.27\%$ or 1%, Table 4 indicates that both MSE and MAPE values for $RNMC_{pu}$ index are smaller than $ND$ with respect to the two components under bivariate Gamma(1.778, 1.33) distribution when one process mean is greater than target value and the other process mean is less than target value. Therefore, the actual non-conforming rates for the non-normal data can be properly reflected by the proposed $RNMC_p$, $RNMC_{pm}$ and $RNMC_{pu}$ indices regardless of the process mean hitting the target or not.

5. Numerical Example

To demonstrate the practical application of the proposed indices, process data provided by Wang [13] was used, where $X_1 \cdot X_2 \cdot X_3$ are three key characteristics of a connector that is used by a desk computer manufacturer. The target values and their corresponding upper and lower specification limits ($USL$, $LSL$) are listed in Table 5.
Table 5. The target values, USL and LSL for the three characteristics, Wang [13]

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Target Values</th>
<th>USL</th>
<th>LSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>0.10</td>
<td>0.06</td>
<td>0.14</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.07</td>
<td>0.02</td>
<td>0.12</td>
</tr>
<tr>
<td>$X_3$</td>
<td>0.07</td>
<td>0.02</td>
<td>0.12</td>
</tr>
</tbody>
</table>

After collecting 100 random samples, a Multivariate Shapiro-Wilk test is used to check for normality with $p$-value = 0.00005. This is far smaller than the critical $\alpha$ assumed at the significance level = 0.05, which implies that this process data set does not follow a multivariate normal distribution since the null hypothesis is that the distribution is normal and the $p$-value $<< \alpha$.

Listed below is the procedure for calculating two non-normal multivariate process capability indices ($RNMC_p$, $RNMC_{pm}$) for the nominal-the-better case:

**Step 1:** Use the process mean of each quality characteristic as a dividing point to partition the entire process into different regions. Then using the multivariate WSD method the variance-covariance matrix of each region is adjusted.

**Step 2:** Estimate the volume for each of revised region using the adjusted variance-covariance matrixes.

**Step 3:** Calculate $RNMC_p$ by taking the minimum ratio in Equation (14), in which the ratio is the volume of engineering tolerance region divided by the volume of revised process region.

\[
RNMC_p = \min\left\{ \frac{3.736 \times 10^{-12}}{2.230 \times 10^{-12}} \right\}^{1/2} \left\{ \frac{3.736 \times 10^{-12}}{3.332 \times 10^{-12}} \right\}^{1/2} \left\{ \frac{3.736 \times 10^{-12}}{3.919 \times 10^{-12}} \right\}^{1/2} \left\{ \frac{3.736 \times 10^{-12}}{5.854 \times 10^{-12}} \right\}^{1/2} \]

\[
= \min\{1.294, 1.059, 0.976, 1.294, 0.799, 1.059, 0.976, 0.799\} \\
= 0.799
\]

**Step 4:** Calculate $RNMC_{pm}$ as shown in Equation (15), in which $RNMC_{pm}$ is $NMC_p$ divided
by a correction factor \( D^W = 1.876 \).

\[
RNMC_{pm} = \frac{RNMC_p}{D^W} = \frac{0.799}{1.876} = 0.426
\]

Following the above procedure, the estimated values of the multivariate process capability indices are obtained: \( NMC_p = 1.002 \), \( NMC_{pm} = 0.521 \), \( RNMC_p = 0.799 \) and \( RNMC_{pm} = 0.426 \). Since one data point in the first characteristic \( X_i = 0.1414 \) exceeds its USL, the multivariate process capability, \( MPC_p \), should result in a value less than 1. Contrast this with \( NMC_p \) value = 1.002 whereas the new \( RNMC_p \) and \( RNMC_{pm} \) indices are less than 1, which reflect the actual performance of this multivariate manufacturing process. This numerical example further shows that the actual quality performance of a non-normal multivariate process can be properly reflected by the proposed capability indices.

6. Conclusions and Future Research Areas

In this paper, we propose three non-normal multivariate process capability indices, \( RNMC_p \), \( RNMC_{pm} \) and \( RNMC_{pu} \) by relieving the normality assumption. Based on the two normal multivariate process capability indices proposed by Pan and Lee [1], a multivariate weighted standard deviation method (MWSD) was used to modify \( NMC_p \) and \( NMC_{pm} \) indices for the nominal-the-best case. The MWSD method is also applied to modify the multivariate process capability index, ND Index, by Niverthi and Dey [2] for the smaller-the-better case.

In addition, we conduct simulation studies to compare the performance among various multivariate process capability indices. Simulation results show that the actual non-conforming rates can be correctly reflected by the proposed indices, which are more suitable to measure the quality performance of multivariate processes under different combinations of two skewed distributions than the previous \( MC_p \), \( MC_{pm} \), \( NMC_p \), \( NMC_{pm} \) and \( ND \) indices. Finally, a numerical example further demonstrates the usefulness of the proposed capability indices.

This paper provides practicing managers and engineers with an accurate statistical process control tool for correctly measuring the performance of any multivariate manufacturing product or environmental system. Once the existing multivariate quality/environmental problems and their Key Performance Indicators (KPI) are identified, one may apply the new capability indices to evaluate the performance of various multivariate processes subject to non-normal distributions.

The contributions and future research areas of this research are summarized as follows:

\textbf{Step 1:} Two new non-normal multivariate process capability indices \( RNMC_p \) and \( RNMC_{pm} \) for the nominal-the-best case. The new indices accurately reflect the actual performance for a non-normal multivariate process.

\textbf{Step 2:} For the smaller-the-better case, a MWSD method is used to modify the ND Index.
and a new non-normal multivariate process capability index $RNMC_{pu}$ is derived. The new index more accurately reflects the actual process performance.

**Step 3:** The numerical example demonstrates that the actual quality performance of a multivariate manufacturing process can be determined by the proposed non-normal multivariate process capability indices, $RNMC_p$ and $RNMC_{pm}$.

**Step 4:** The statistical properties of these non-normal multivariate process capability indices need to be studied further in future research.

**Step 5:** Similar research can be extended to develop non-normal multivariate process capability indices for dependent data.
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