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Motivation

@ Stroke remains a major global health problem and its significance is
likely to increase in the future due to ongoing demographic changes,
including aging of the population and health transitions observed in
Taiwan.

@ A Bayesian spatiotemporal generalized linear regression with
varying-coefficient model is proposed to study the association of the
relevant risk factors:

» comorbidities;
» medication use; and

» environmental and social factors.

@ To provide more effective medical service behaviors and improve the
distribution of medical resources, thus preventing the second stroke
and reduce mortality after stroke.
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Mortality

Figure 1: The distribution of fatality in ischemic stroke within 1 year for 349

townships in Taiwan from 2004 to 2012. The urbanized areas are surrounded in
pink lines.

Figure 2: LISA cluster map of the fatality in ischemic stroke within 1 year for 349
townships in Taiwan from 2004 to 2012.
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Mortality Rate

Figure 3: The distribution of fatality rate in ischemic stroke for 349 townships in
Taiwan from 2004 to 2012.

Figure 4: LISA cluster map of fatality rate in ischemic stroke for 349 townships in
Taiwan from 2004 to 2012.
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Statistical Modeling

Let
Y::: observed number of deaths
E;;: expected number of deaths

caused by the ischemic stroke for town i at time point t within one year.
Assume Y;; follows a Poisson distribution
Yit ~ Poi(Eze™),i=1,...,n,t=1,...,T.
We define the logarithm of the relative risk as
Nit = X,{t/B + Git + Ve,

where xi = (Xje1, ..., Xitp) and B = (B1,...,Bp) is the corresponding
coefficient vector. We let Ej; = n;:p;, where nj; is the number of
observations at area i/ and time point t and p; is the estimated incidence
rate at area J.
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Temporal Dependency

Temporal Dependence: AR

Assume 1y ~ N (th_l,oi) and ¢ ~ U(~1,1) and 02 ~ IG ("71# "71#)
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Spatial Dependence: MCAR

Let ¢ = (¢1,...,¢n) be the vector of spatial random effects.

N p~ N (0.2Q(W,p) ), (1)

where
Q(W,p) = p(diag(W1) — W)+ (1 — p)l.

W is the proximity matrix with the (i, j)th element w;; =1 if i and j are
neighbor; otherwise wj; = 0, and I is an | x [ identity matrix. More
precisely,

p E e Wi/id)i/ )\
¢'|¢7'a WaAvaN< = ) >a
e pLiremi Witi + 1= p (P e Wiri +1=p)

In addition,

p~U(0,1) and A~ZIG (?,2‘) .
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Results

95%Credible Interval

Type Variable Estimate 2.5% 97.5%
AF 0.0002 -0.0042 0.0047
CHF 0.0036 -0.0002 0.0074
CKD 0.0076 0.0024 0.0134
Comorbidities DM 0.0013 -0.0014 0.0040
HTN 0.0037 0.0020 0.0070
IHD 0.0033 0.0005 0.0059
lipid -0.0056 -0.0083 -0.0030
beta -0.80 -1.31 -0.31
ccb -0.03 -0.22 0.15
diu 0.38 0.09 0.66
Medication Use acei -0.16 -0.32 -0.01
coa -0.94 -2.15 0.28
pla -0.14 -0.30 0.04
statin 0.12 -0.11 0.34
TPA -2.63 -3.93 -1.38
pm25 0.0016 -0.0009 0.0041
copd 0.0037 -0.0018 0.0092
edu -0.0013 -0.0062 0.0035
bed 0.0584 0.0332 0.0834
Environmental & income 0.0049 -0.0007 0.0114
Social Factor old -0.0008 -0.0020 0.0079
ori -0.3512 -0.5634 -0.1433
sex 0.0153 -0.0161 0.0472
ssi 0.1543 0.1321 0.1822

Kuo-Jung Lee (Department of Statistics)

Time-Varying Coefficient Models

March 12, 2020

9/31



However

@ In reality, the variable may have different effects on the mortality in
different areas and time points.

@ In practice, there may exist the similar spatial patterns for the
time-varying coefficients not only in local but also in remote areas.

Kuo-Jung Lee (Department of Statistics) Time-Varying Coefficient Models March 12, 2020 10 /31



Statistical Modeling

Let
Yi:: observed number of deaths
E;;: expected number of deaths

caused by the ischemic stroke for town i at time point t.
Assume Y; follows a Poisson distribution

Yit ~ Poi(Eze™),i=1,...,nt=1,...,T.
We define the logarithm of the relative risk as

nie = XieBit + ¢i + Ve

where xjt = (Xje1, - - -, Xitp)' and Bir = (Bit1, - - -, Birp)’ is the corresponding
time-varying coefficient vector.
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Spatial and Temporal Dependencies
Spatial Dependence: MCAR
Let ¢ = (¢1,...,¢n) be the vector of spatial random effects.

I\ p~ N (0, AQ(Ws,p)_l) :
where
Q(Ws, p) = p(diag(Ws1) — Ws) + (1 - p)ls.

W is the proximity matrix with the (i, j)th element w;; = 1 if i and j are
neighbor; otherwise wj; = 0, and Is is an / x | identical matrix. In addition,

p~U(0,1) and \~ZG (%%) .

Temporal Dependence: AR

Assume q][)t ~ N (th—lvai) and C ~ U(—l, 1) and 012/1 ~ Ig (371!}, %/))

v
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Variable Selection

» One important goal in this study is to detect which variables play an
crucial role in affecting the mortality in stroke, that is which §; # 0.

» A vector of categorical random variables, v = (711, - - - ,ynt)T to
indicate whether (;; equals to 0 or not, that is,
=0 ~vi:=0;
Bit "
#0 it #0.
P> The time-varying regression coefficients (;; follow
Ge—1 - , c
it=. Ivie=
Bitlvit ~ H [N (O‘gtaaét)] e 50{% t}v
gr=1

where g is the point mass at zero and P(vir = g¢) = 7(7it|0¢) = Tige-
We assume o3, ~ ZG (%, b)),
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Remote & Local Patterns
Remote Pattern: Mixture Model

The mixture part Y01 75N (g, 02,) is used to describe the remote

areas that show S|m||ar patterns to a variable.

Local Pattern: Potts Model
The Potts model for ~; to account for the neighboring areas that behave
similarly:

n

Gt
T(Ve|0)e) oc exp Z Z g I{7it = gt} + 0t Z ui i I(Yie = Yire) ¢
i=1 g=1 i
where
@ u; j: the wights of the interaction between neighboring locations.
@ 6;: the strength of the interaction between any two areas at time t.

© > ;s fg I {7it = gt}: the "external field” to incorporate the prior info.

v
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Posterior & MCMC

@ We do a component-wise MCMC approach for model estimation.

@ But some of these requires Metropolis-Hastings-within-Gibbs.
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Update 3 and v

@ Update of 5 and y simultaneously.

@ The proposal distribution of 3 and « is the joint prior distribution
q(8,76, v, o).

@ Assume (3* and v* are the candidate and and then accept the
proposed value with probability min(1, rz ) and the Hastings ratio is

= PBAly) a(By) U187 0)a(6%0) a(B) Pl )
5T Tp(BAly) a(BF ) p(yl8,2)q(B,7) a(B*,v*)  plylB,y)
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Update 6: Spatial Dependence

1 n Gt
p(0:) = So—— exp SO ke I{vie =g} +0c Y uinl(vie = ire)
( ts ’igt) i=1 g=1 i~
where
n Gt
Z(0r,kig) =D exp{ > > kg IT{vie =g} + 0 Y il (vie = ire)
y i=1 g=1 !
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Update 6 (Cont'd)
Then generate a proposal 67 from a proposal density g(6).

Then set 8 = 6* with probability the minimum of 1 and the Hastings ratio

n Gt *
Z(0y, kig,) &P {Zizl Zg,:1 kg I{vie = g} + 05 >0 viinl (Vie = %”t)} q(0)
2(9?, Hg:) exp {27:1 Zthtzl ’{gtI {’Yit = gt} + 6, Zir\/i’ Uij”(’Yit = ’Yi/t)} q(ﬁ*)

The ratio
Z(e’ th)

Z(0*, kg,)

is analytically intractable but can be estimated with path sampling.
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Simulation Study: Setting 1

@ We simulated data at all n = 400 areas on the 20 x 20 image for
t = 9 time points with p = 2 covariates.
@ For ease illustration, we consider Gj; = 2 and use 1 and 2 to denote

the active group membership and 0 for inactive group.
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Simulation Study: Setting 2
o We set ajrg = 1 when G;; = 1 and iy = —1 when Gy = 2.
o We simulate cr,tg M(1,1) and Bitg ~ N(jeg, ,tg)

e Given A ~T(1,1) and p ~ U(0,1), we can compuate Q(W, p) and
oo~ N (0.2Q(W,p) 7).

e We simulate ¢ from AR(1) with ¢ = 0.5.

@ Then generate Yj; ~ Poi (Epet),i=1,...,n,t =1,..., T, where
Nie = Xy Bie + ¢i + .
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Simulation Study: Result

We calculate the accuracy of classifications of activations (ACA) for each

time point by
N

1 N
ACA; = N Z I(vie = Hit)-
i=1

where the assignment of an observation to a group is based on

it = argmax {p(yit = gly)} -
gel... Gt

Table 1: The accuracy of classification of (in)active variables.

Year
ACA 2004 2005 2006 2007 2008 2009 2010 2011 2012

IstQ 086 08 084 082 085 083 083 084 0.85
median 092 090 092 090 091 088 088 089 0.90
3d Q 094 093 094 093 093 092 092 091 094
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Simulation Study: Model Comparison

In order to investigate the performance of the proposed model, we
compared the proposed model with several competing models. The models
under consideration are as follows:

@ Model 1: simple log-linear Poisson model with spatio-temporally
constant coefficients (Bjy, = SBip) for one-component models.

© Model 2: simple log-linear Poisson model with spatio-temporally
constant coefficients (Bj, = fBjp) for two-component models.

© Model 3: log-linear Poisson model with spatially time varying
coefficients for one-component models.

@ Model 4: log-linear Poisson model with spatially time varying
coefficients for two-component models.
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Simulation Study: Model Comparison (Cont'd)

@ The log marginal predictive likelihood (LMPL) is calculated through
the log conditional predictive ordinate (CPO)

LMPL = > "1og CPO: = > > log f(yiely—i)
i t i t

where CPOj; is the conditional predictive ordinate. A larger value of
CPO indicates better prediction based on the model, and thus a
model with a large value of LMPL implies better model of fit.

@ Moreover, we calculate the mean square prediction error (MSPE) for
the comparison of models in terms of prediction performance

MSPE = % Z Zt:(Y,-f — Vi),

where Y the predicted value for ith subject at time point t from the
posterior predictive distribution.
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Simulation Study: Model Comparison (Cont'd)

Table 2: Model comparison using AIC, BIC, DIC, MPL, and MSPE for the
simulation study.

Model
Measurement 1 2 3 4
AIC -2707  -5027 -3568 -10219
BIC 13293 13100 12433 5782
DIC -28197 -30187 -29104 -45781
LMPL 720 541 744 754
MSPE 10.34 8.76 3.68 2.91
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Prediction

Figure 6: The distribution of fatality in ischemic stroke within 1 year for 349
townships in Taiwan from 2004 to 2012.

Figure 7: The distribution of predicted fatality in ischemic stroke within 1 year for
349 townships in Taiwan from 2004 to 2012.
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Figure 8: rt-PA. Red: Positive effect; Green: Negative Effect.

L4

Figure 9: diu. Red: Positive effect; Green: Negative Effect.
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Figure 11: coa. Red: Positive effect; Green: Negative Effect.
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Figure 13: ori. Red: Positive effect; Green: Negative Effect.

Kuo-Jung Lee (Department of Statistics) Time-Varying Coefficient Models March 12, 2020 30/31



Summary

@ In varying coefficient models,

> require computational effort;

v

allow to select important factors; and

v

model the local and remote spatial patterns.

@ We conclude that

> risks are spatially clustered, mostly in suburban areas; and

» medical resources in remote areas should be strengthened to reduce the
mortality.
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